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Power consumption is nowadays a critical design constraint for circuits and systems. To efficiently
guide early choices in the design flow, high-level estimations must be available. In order to address
the different abstraction levels and the various targets, a global methodology is proposed here to
elaborate suitable models. In this paper we are interested in exploring low consumption architectures
in order to deduce that which meet(s) the constraints most. For this aim, several low power method-
ologies were established. They treat the energy consumption optimization problem at several levels
especially on specific components like the hardware, or on the software, or on the communication
or on the memory separately, and seldom on the whole system. However, as target architectures
become complex, a global methodology that offers more efficient low power exploration becomes
necessary. In fact, we propose a low power methodology based on rich performances models as
well as a low power exploration technique. A complete model is proposed in order to deduce the
total performances of the system according to the architecture and the application parameters. This
model is used during exploration thanks to a technique based on simulated annealing. This technique
makes it possible to exploit exploration according to several levels of granularity in order to be able
to choose the level, which allows ensuring a precise and fast exploration. Moreover, an estimation
frameworks and the mathematic approach are presented in this paper using a confidence interval.

Keywords: Low Power Design, Space Exploration Co-Design, High Level Models, Accuracy.

1. INTRODUCTION

Today’s embedded system devices are targeting com-
plex multi-media applications where there is a need for
significant amount of technology and targets computing
in order to achieve the various data processing tasks
which could include both video and audio. This makes
the design increasingly difficult by integrating a multitude
of functionalities while respecting the constraints. More-
over, energy consumption has become one of the principal
constraints since those applications are now running on
small and mobile battery-operated systems. As the battery
capacity growth is too slow (Eveready’s law), it becomes
crucial for those systems to achieve high performance and
low power consumption at the same time. Reducing energy
consumption permits also to minimize the thermal dissipa-
tion which increases the system reliability and avoids the
use of noisy and cumbersome cooling systems.

To achieve these antagonist goals, several low power
methodologies were established. The researchers deal with
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the energy consumption optimization problem at several
levels. The efforts were often focused on specific com-
ponents like hardware, or software, or communication or
memory, but seldom on the architecture as a whole. How-
ever, the designer needs a more global methodology that
offers more efficient low power exploration. He/she needs
also methods and tools for estimating the system perfor-
mance in order to extract the most promising architec-
tural solutions and those which respect the constraints.
However, a minority of works deal with this problem.
In this paper, we present a low power exploration method-
ology. It is based on parametric models of performance
and energy consumption. These models are exploited by an
extensible exploration environment based on the simulated
annealing heuristics. This environment makes it possible
to extract an adequate solution respecting the various con-
straints. Thanks to the approach suggested, we have pro-
vided the designer with a decision-making system where
he/she is guided in the choice of the architectural solution
and the application parameters.

The paper is organized as follows. The next section
presents the related works. The methodology and the
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approach are addressed in Section 4. The exploration
environment and the MPEG 2 results are presented
in Section 5. The accuracy of the approach is treated
in Section 6.

2. RELATED WORKS

Hardware/software techniques to reduce energy consump-
tion have become an essential part of current system
designs. Extensive researches on power optimization from
circuit level to system level have been conducted in these
recent years. Such techniques have targeted the mem-
ory system due to the prevalent use of data signal and
video applications, which focus on exploiting cache to
reduce power consumption. The work in Ref. [1] presented
an architecture-oriented power minimization approach.
In fact, a power simulation tool and performance simula-
tion tool are used to do architecture-level optimizations.
A framework for describing the power behavior of system-
level designs was proposed by Ref. [2].

The availability of high performance application cores
for System on Chip (SoC) devices, which make up these
systems is an important portion of the electronic market
and has attracted significant research interest. Moreover,
in order to maximise the operating time provided by the
battery and to satisfy the real time constraint, we need
high level IP modeling. So we can maintain performance,
low power constraints as well as that of the battery and
real time. Some energy estimation tools and monitoring
techniques can be presented. Energy simulators such as
Wattch3 and SimplePower4 estimate the energy consump-
tion in “reasonable” time.5

On RTL level, we can mention the DSP-PP,6 a tool for
simulation allowing the estimate of the power dissipated
by DSPs. It is composed of two components: the simulator
of performance on the cycle level (CPS) and the estimator
of the dissipation of power (PDE). It is written in C++
making it possible to consider abstract models. The com-
ponents of the DSP are modeled like objects integrating
the model of consumption. DSP-PP considers the simu-
lation on the cycles level of all the DSP’s components:
the ways of data and the interconnection and estimate the
value of dynamic power, short-circuit of each component
of the DSP.

Representative researches in measure-based estimation
techniques are SES7 and PowerScope.8 SES is an energy-
monitoring tool, which collects energy consumption data
in a cycle-by-cycle resolution and maps the collected
energy consumption data to program structure. Power-
Scope is based on hardware instrumentation by using a
digital multimeter with support of embedded operating
system. Therefore, PowerScope is applicable to ordinary
embedded systems. EPRO5 employs measure-based esti-
mation techniques used in SES and PowerScope. How-
ever, ePRO is distinct from SES because ePRO does not

need any extra hardware module such as profile acquisition
module in SES.

Multi-objective optimization has been extensively
addressed in system-level low power design and synthesis.
Moreover several works treat the low power design of soft-
ware or hardware targets separately. Indeed, in Ref. [9],
a method for low power design for the processors is pre-
sented. Refs. [10] and [11] focus on DSPs, Ref. [2] focuses
on the memories, Refs. [13] and [14] on FPGAs, Refs. [15]
and [16] on communication buses. In those various works,
the authors showed that there is an important profit of time
to market for the designer, through the developed high-
level models. Unfortunately, some of those proposed tools
do not treat the architecture exploration and mapping in its
entirety, which can be made up of various software and/or
hardware resources running together.

Considering the diversity of the possible architectural
solutions for an application, the designer needs some
methodologies of low power exploration and estimation
models of the overall system consumption. These models
must take account of the various parameters which influ-
ence the performance.

Indeed, an application can have various performances
on a given target by varying the algorithmic or architec-
tural parameters. In addition, the majority of the existing
partitioning software/hardware approaches do not consider
the supplied maximum energy in the choice of the archi-
tectural solution.17 Such a constraint can influence the sys-
tem. Moreover, since the partitioning and the scheduling
are dependent, neglecting the available energy can engen-
der a non-schedulable solution. We thus need an estimate
technique for the temporal performances, consumption and
cost of the solution to do a low power design space explo-
ration. The works presented in this paper treat more partic-
ularly an approach of low consumption exploration. There
are many (DSP/FPGA) exploration tools which treat time,
area and consumption constraints together like Mogac,18

Cosyn-LP,19 Ghali,20 Codef-LP,21 etc. The following table
summarizes the characteristics of each tool (Table I).

The tools presented in this overview are not usually
available, so we require the development of a low power
exploration environment that integrates the models of per-
formances. Thus the tool can be extended and enriched

Table I. Low power exploration tools.

Consumption

Tools Hard Soft Communication Total

Ghali Xpower Simple x Each case
power evaluation

Codef-LP Watt Vestim x Sum
Watcher Joule track

Mogac Available Available Consumption/packet Sum
models models

Cosyn-LP Available Available Available models Sum
models models
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with models according to the needs. Moreover, most of
these approaches explore predefined or monoprocessor
architectures. This is the case in the Codef tool and the
Ghali methodology. In addition, with the Codef-LP tool,
we can explore the solutions area but without taking
account of the communication consumption which can be
significant.

So, the objective of this work is to define a low power
exploration approach. The work consists in:
—Multi-granularity specification: it is a question of spec-
ifying the application and the constraints on several gran-
ularity levels. This permits more efficient solution explo-
ration.
—Parametric consumption models set up: it consists in
establishing parametric models of power which include the
consumption of the whole system {hardware+ software+
communication}. In fact, the application and the architec-
ture parameters will be considered in the performances
models in order to have rich models.
—Effective low power architecture exploration: it is about
being able to choose the adequate architectural solution
where the number of resources to be exploited is not well
known. Indeed, the designer can be confronted with the
problem concerning the choice of the resources numbers,
for instance whether the application needs two or three
DSPs.

The next section treats the methodology of elaborating
power and performance models as well as the cost model.
We also introduce the estimation method and the design
space exploration technique.

3. CONTRIBUTION

The contribution in this work consists in:
A. The increase in the abstraction level of performances
models in particularly consumption in order to estimate
the latter at the beginning of the design flow. Thus we can
define and resize the system according to the objective and
the needs, which avoids the returns to initial specifications
to adjust them according to new recommendations. This
also allows reducing the time and the cost of the design.
Due to the existence of a compromise between the results
precision and the fastness of the exploration, the estima-
tion models granularity is taken into consideration. For
this, we offer a methodology to extract a rich models esti-
mation of the system with the aid of high-level parame-
ters. This methodology considers several factors having an
influence on consumption:
1. Application parameters: size of picture, resolution,
chrominance, the filter order, etc.
2. Architectural and technological parameters: frequency,
Vcc, the target, etc.

B. To explore the solutions space and to be able to extract
efficient and realistic solutions quickly, an approach and a

low power exploration environment are developed. In fact,
the analysis of all the possible architectural combinations
is an N-P hard problem. It is useful to practice a heuris-
tic to reduce the solutions area. The suggested approach
allows the designer to estimate the total performance of
the application based on a library of parametric models.
In fact, this approach allows to:
1. Consider all the architecture by taking into account
its various components (software, hardware, communica-
tion, memory). Thus we have the possibility of enrich-
ing the available exploration tool by the different models
parameters.
2. Evaluate the system’s global performance at the begin-
ning of the design flow using the application perfor-
mance models and by exploiting models of architectural
performances.
3. Explore automatically the architectural solutions space
thanks to a heuristic, which extract a solution that answers
particularly the low power objectives.
4. Parameter the architecture and the dimension of the
solutions space to be explored in order not to be limited to
a fixed and/or predefined architecture. In fact, in order not
to oblige the designer to exploit a fixed or a predefined
architecture, the approach suggested rests on a parametric
multiprocessor architecture where the number of compo-
nents to be exploited is not fixed. It is the exploration
methodology that will choose the appropriate solution and
thus fix the number of useful components in an attempt to
answer the need.

4. GENERAL APPROACH

The low power space exploration requires some informa-
tion relating to the application on one hand and to the
models and performances on the other hand. In fact, it is
a question of deducing necessary information for explo-
ration. Moreover, we need estimation and performances
models, which are rich and parametric to explore the space
well.

This section treats successively the graph and the archi-
tectural model, the methodology of elaborating power and
performances models as well as the cost model. We also
introduce the estimation method and the design space
exploration technique.

4.1. Task Graph and Target Description

—The specification model must allow a functional
description of the whole application while being inde-
pendent from its final implementation. Concerning the
application specification, it is often represented by a task
graph.17�18�21–23 This representation makes it possible to
model the tasks as well as the inter-tasks dependencies
of the application. In the suggested approach, we start
from an application specification in the form of a directed
acyclic graph of tasks (DAG). In this graph, the nodes

J. Low Power Electronics 5, 1–14, 2009 3



Low Power Design Space Exploration Methodology Based on High Level Models and Confidence Intervals Ktari and Abid

represent the tasks T i of the system and the dependences
between them are represented by arcs. We associate to
each arc Aij of the graph the quantity of data which
the task T i must transfer to the Tj task. The task graph
specification is not necessarily the best. But since in this
research, many granularity levels (system, task, function)
are exploited, the task graph is adequate. In fact it permits
to model the performance and the consumption and to do
the hardware/software partitioning. Moreover, if there is
task dependency, Blazewicz/Chetto method allows to solve
this problem.
—The architecture will be heterogeneous (mainly software
(TI DSP C6201, C55, C67) and hardware: FPGA) in the
form of discrete components (DSPs & FPGA) communi-
cating via a buses and having a shared memory.

4.2. Methodology

Our methodology is presented in Figure 1. The approach
rests on a task graph specification of the application
(Fig. 1(A)). The parameters and performances knowl-
edge is necessary for every task present in the applica-
tion specification. Concerning the tasks power estimation
(Fig. 1(B)), every task is evaluated by measurement or by
estimation tools in terms of time and consumption accord-
ing to the target (each DSP and FPGA) and according to
its parameters.

The following stage (Fig. 1(C)) consists in elaborating
a library of performance, power models of the applica-
tion for the various tasks on various targets. Examples of
performances library models are presented in our previous
works.24 These models can be recovered manually through
direct measurement or through simulation using software17

and/or hardware14 estimation (Fig. 1(B)) tools.
The following stage has to do with choosing the archi-

tectural solutions (Fig. 1(D)). It is based on the analysis
of the available solutions and the retrieval of the adequate
architecture. The solution analysis consists in assessing
every solution and estimating its performance and its con-
sumption (Fig. 1(E)). Following the analysis of various
solutions, it is necessary to retrieve the adequate solu-
tion (Fig. 1(F)) which minimizes the cost and respects the
constraints. Moreover, one or several solution(s) can be
eligible and respect the real time constraints, area and con-
sumption. It is at this moment that the exploration algo-
rithm intervenes to choose the “adequate” solution.

4.3. Energetic, Cost and Performance Models

Nowadays, various works treat this problem for multipro-
cessors architectures (see Refs. [25–27]). In this study,
the exploitation of a ready and validated scheduler is a
possible solution and will be used. Concerning the tem-
poral performances, we introduce the partitioning and
the scheduling in order to extract the temporal model.

A

Library of parametric 

B
x     x    xx x 
x   x        x             x
 x     x 

Solutions space

Technological and architectural 
performance models:   
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- Hardware
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- Memory 
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parameters
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Fig. 1. Low power exploration methodology.

In fact, the partitioning and the scheduling of tasks are
two recurrent problems in real time systems. Concerning
consumption, we propose in Table II the parametric con-
sumption models. The latter can take into account various
parameters:
—The idle state of each unit
—The frequency
—The Vcc, frequency and the buses size,
—The data size to be transmitted,
—The static and dynamic consumption of material mod-
ules

4.3.1. The Communication Consumption Models

In this study, communication is managed via a shared
bus. The modelling works of discrete bus consumption are
not numerous. A buses consumption model represented
in Ref. [17] can be exploited as an example (Eq. (1)).

P_bus = 1/2∗C_bus∗Vcc2 ∗N_bits∗M (1)

With N_bits: the buses size, C_bus: capacity, M : is
the number of words sent per second and F : the fre-
quency. The buses designer provides Vcc and N_bits.
In this work, we have exploited the PCI buses model.
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Table II. Parametric consumption models.

Target_energy Models

DSP P_Idle∗ (Texe_total(DSPi)− ∑
task(i)

Texe(i))+ ∑
Task(i)

Texe(T i)∗P (T i)

FPGA
∑

Task_active(i)

P_dynamic_Task(i)∗Texe(i)+ ∑
all_Task

P stat∗Texe_total

Memory Texe_total∗P stat+ ∑
N_accés

P_access�R/W�∗T _access

Buses 1/2∗C_bus∗V 2 ∗N_bits∗N_Words_s∗ �2∗N_data/N_bit_bus+2�/F

System
∑

Target(i)

Energy_Target(i)+Energy_buses+Energy_memory

The communication time is: (Eq. (2))17

Tcomm = 2∗N_data/N_bit+2
F

(2)

So the buses energy will be (Eq. (3)):

Energie_bus = 1/2∗C_bus∗V 2 ∗N_bits∗M
∗ 2∗N_data/N_bit+2

F
(3)

Due to the high abstraction level in which we work, it
is rather difficult to have a more precise buses model.

4.3.2. Memory Consumption Model

Concerning the memory, it is useful to model and integrate
it in consumption since its size is in full growth in the
embedded systems (90% of the area in 2011).14 In fact,
at the time of memory access in reading or writing, this
peripheral will consume energy, which is added to its static
consumption (Eq. (4)).

Energy_memory = Texe_total∗Pstat

+ ∑
N_accés

P_access�R/W�

∗T _access (4)

With P_access: access consumption at the time in reading
or writing. The memory designer generally provides this
information.

4.3.3. FPGA Consumption Model

The FPGA power model must take account of static and
dynamic consumption. Indeed, an FPGA consumption is
due to the active tasks consumption as well as all the syn-
thesized tasks consumption whether in an idle state or not
(Eqs. (5), (6)):

P (FPGA) = ∑
Task_active

P_dynamic_Task(i)+ ∑
Taches

P stat (5)

Energy (FPGA) = ∑
Task_active(i)

P_dynamic_Task(i)∗Texe(i)

+∑
Task

P stat∗Texe_total (6)

4.3.4. The Cost Model

Due to the dominant presence of the software part (DSPs),
the cost will be a secondary constraint which we cannot
modify only by modifying the DSP number. In addition,
due to the diversity of the technologies, the cost of each
resource is balanced by a cost coefficient (Eq. (7)). (1 mm2

of DSP area can be less expensive than that of an FPGA).

Cost_tot = ∑
Ressources

�i ∗Area(i) (7)

4.4. Estimation Method

The architectural solution proposed for any application
has three characteristics: energy, cost and time. As these
three parameters interact together, there is a necessity to
make a solution exploration. For the moment, a particu-
lar attention has been given to the power as an objective.
Among the key points of the space exploration, we men-
tion the application global performance and the estimation
models.

These high-level estimation models will take account
of the architectural and algorithmic parameters. The study
is undertaken on applications written in C language. For
this reason, the estimation method based on the trans-
posed FLPA (Functional Level Power Analyse) has been
exploited in order to propose high-level parametric mod-
els. These estimation models will be presented in this
section.

From the application functional analysis, the FLPA11

methodology makes it possible to develop a parametric
model which represents the target consumption behaviour.
This methodology is composed of four stages: (Fig. 2)
—Functional analysis which determines the parameters
influencing the power model.
—The characterization of each parameter is done to qual-
ify its influence on the application power consumption.
—The global model is established according to the avail-
able parameters.
—The model validation by measurements.

Thus, we can take account of the algorithmic char-
acteristics, in order to evaluate the consumption at the
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Fig. 2. (a) FLPA Methodology for processor (b) Transposed FLPA for
IP(SW).

algorithmic level according to the variation parameters.
In fact, this methodology starts from the extraction of
the algorithmic, architectural and technological parame-
ters, which have a direct influence on the application
consumption (image size, image resolution, computing
precision, DSP target, and frequency). The following stage
consists in extracting the consumption variation according

to each parameter through estimations or measurements
thanks to scenarios.

The final stage has to do with elaborating mathematical
consumption laws according to these parameters. A con-
frontation of established models with measurements on a
DSP board is possible in order to have an idea about their
precision. These models established for various signal-
processing applications thanks to this methodology will be
integrated in a library for exploration. With this library, we
have the possibility to explore many parametric models of
the various tasks. These models can take account of:
—The application parameters: image size, resolution,
chrominance, the filter order � � �
—Architectural and technological parameters: frequency,
Vcc, the target � � �

This library contains ready and parametric models
exploitable for various applications. Thus, in case of mod-
ification of the application task specification, we do not
need to re model every thing. Unfortunately, this library is
not always complete and often requires updates. Indeed, a
problem arises if a new task is presented in the applica-
tion by addition from the designer or by modification. In
this case, various solutions are possible in order to propose
an estimation model of the new task performances and
this is:
—Through tools like Softexplorer, Design trotter, the ISE-
Xpower environment, Code composer, max II power, Quar-
tus power play analyzer and processors simulators.
—Through the targets datasheets indicating average con-
sumption, the consumption abacus, or using the simplis-
tic consumption models like P = 0�063 Freq Area. With
these techniques, we have the possibility of having per-
formance models rather quickly with a relatively average
precision.
—Through measurements on a board in case of
availability.

5. EXPLORATION TOOL AND RESULTS

We present in this section the exploration environment
which rests on two tools. The first one is useful for the task
graph specification and performances capture. The sec-
ond one is dedicated for the evaluation and the solutions
space exploration in order to extract the adequate solu-
tion (Fig. 3). The necessary information for the exploration
includes the various possible implementations of each task.
Since a task can have several performances according to
these parameters, each implementation takes account of
algorithmic and architectural parameters during the data
capture of the execution time, the average power, the max-
imum power and the resulting data size. This description
is managed by a graphic interface written in java. It allows
generating a text file containing this information. This tex-
tual description of the application will be the principal
entry for computing under the Matlab environment.

6 J. Low Power Electronics 5, 1–14, 2009
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Fig. 3. Exploration environment.

5.1. Heuristics

It is to be signaled out that the choice of the best solu-
tion on a high level of abstraction is not so easy because
of the possible number of architectural combination. The
design space exploration is one of the necessary stages in
the embedded systems conception. It permits to solve the
problem of space complexity in order to reach the ade-
quate solution quickly. In addition, the exploration com-
plexity is related to the application complexity. Indeed, for
an application containing N tasks functioning on a mono-
processor architecture, the number of possible solutions is
established by the following law (Eq. (8)):29

Un =
n∑
q=1

q∑
i=0

�−1�q−iin

�q− i�!i! (8)

In case of a multiprocessor architecture (p processors),
the problem becomes more and more complicated. The
number of possible resolutions would be (Eq. (9)):

Un =
n∑
q=1

pq
q∑
i=0

�−1�q−iin

�q− i�!i! (9)

Let us take the case of a problem composed of ten tasks
running on three processors. The number of possible solu-
tions exceeds in this case 107 combinations.29 The designer
of such system is unable to manage theses solutions nei-
ther manually nor in a precise way quickly.

In order to extract an adequate solution among those
present in the space of solutions which respect the sys-
tem constraints, a meta-heuristics is necessary in order to
solve this optimization of an NP hard problem.28 In fact,
with the iterative traditional improvements algorithms, the
research process is reiterated until any modification makes

Objective

Solution(i) A

Fig. 4. Objective function of an optimization problem.

the solution less efficient. Figure 4 shows that this itera-
tive improvement algorithm does not lead in general to a
global minimum, but only to a local minimum.

With meta-heuristic (simulated annealing, tabu method),
it is a question of authorizing a temporary degradation
of the solution, during the current configuration change.30

These algorithms yield acceptable near-optimal solutions
for a variety of problems. But there is no known universal
algorithm that works efficiently for all problems. A control
mechanism of degradations allows to avoid the heuristic
process divergence. Consequently, it becomes possible to
be extracted from the trap which represents a local min-
imum, to leave and to explore another more promising
“zone.” During this work, we have exploited the algorithm
of “simulated annealing.” The advantage of this method is
its aptitude to get a good quality solution. Moreover, it is
a general method; it is applicable and easy to program,
for all the problems, which concern the techniques of iter-
ative optimization. On average, the simulated annealing
algorithm finds better solutions compared to Genetic Algo-
rithm and tabu method within reasonable computational
time.31

In addition, this heuristic offers a great flexibility,
because the new constraints can be easily built-in. It is
about a method where the vicinity complete exploration
of the current solution is replaced by a random vicinity
solution. We accept this solution if the variation D of the
cost is negative. If not, we go nevertheless to the solution
of a higher cost with a probability exp�−D/T � parame-
terized by a positive real T called temperature. We start
again the new solution process after having lowered the
temperature T slightly. We stop when T becomes negli-
gible, i.e., lower than a small real positive where the cor-
responding acceptance probability is almost null. At this
time, the probability of going up on a less suitable solution
is quasi-null, and the method behaves like a local research.
The simulated annealing can thus escape the local min-
ima since it agrees to increase the cost. It gives very good
results if it is led rather slowly: Tn+1= f �Tn�. Indeed, the
choice of the decrease diagram is crucial in this algorithm
because an extremely fast decrease can trap the solution
in the vicinity of a local minimum.

J. Low Power Electronics 5, 1–14, 2009 7



Low Power Design Space Exploration Methodology Based on High Level Models and Confidence Intervals Ktari and Abid

Simulated annealing algorithm:

choose an initial solution (Sol_Initial[1 ..N ])
choose an initial & final temperature T 0 & Tf ;
Current_solution = Sol_initial

While(T �i� < Tf )
{ New_solution = find a near current_solution
Calculate � cost = Cost(NewSol)

−Cost(Current_solution)
If � cost ≤ 0
Current_solution = New_solution

Else
R= rand�0 ��1�;
if R≤ exp�−�cost/T �i��
Current_solution = New_solution

end
end

T �i+1�= decreasing function (T �i�) //cooling function
}

To start the retrieve by a simulated annealing, the algo-
rithm parameters must be selected in a good way. It is the
case of the initial temperature, the decrease function of
temperature and the criterion of stop.
• Initial temperature To: we can calculate it as preliminar-
ily using the following algorithm:
—To make 100 solutions randomly; to evaluate the aver-
age � cost of the corresponding changes.
—To choose an initial rate of acceptance Ro of 50% for
example in order to explore the maximum of space.
—To deduce To from the relation Ro = exp�−�cost/To)

• Decrease of the temperature: can be carried out accord-
ing to the law T �k+1�= 0�9∗T �K�
• Program stop: can be operated after 2 or 3 successive
stages of temperature without any new acceptance. In this
way, we guarantee that the selected solution is not local.
(Fig. 5)

T°

IterationsN non-ameliorative
iterations 

To

To/2

To/4

P0(acceptance)~=0.5

Fig. 5. Simulated annealing halt condition.

• Essential checking during the first execution of the
program:
—The generator of a random real number in [0, 1] must
be quite uniform.
—The “quality” of the result must vary little when the pro-
gram is launched several times with different initial con-
figurations.

Simulated annealing itself is not always suitable for all
combinatorial optimization problems. Empirically,31�32 it
has been observed that for simulated annealing to work
satisfactorily, the cost function should not contain nar-
row and steep valleys. The acceptable near minimal solu-
tions should not be within such narrow and steep valleys.
The energy (cost) function should change smoothly upon
changes in states. Simulated annealing usually finds a near
optimal solution, but not the global minimum itself if it
has a low probability of being found.31 Finding suitable
temperature schedules and best values of control factors
for simulated annealing often needs careful experimenta-
tion. In spite of these problems, simulated annealing is
being successfully used in a large number of practical
problems, including VLSI chip design and layout, channel
routing, graph drawing, image processing, coding theory,
graph coloring and partitioning, satisfiability, and so on.
The simulated annealing algorithm finds and reports near-
optimal solutions in a shorter average time interval com-
pared to genetic algorithms and tabu search in most of the
test problems.31�32

5.2. Implementation

In order to implement the tool with Matlab (Fig. 6),
a mono-objective exploration is done. It is allowed accord-
ing to designer choices: to reach low consumption archi-
tectural solutions under real time constraints. As the
designer has the possibility of imposing only the maxi-
mum number of processors in architecture without fixing
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Fig. 6. Exploration with matlab.
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Constraints

Exploration parameters initialization:

- Choice of the performance to be minimized
  (time, consumption)
- Initial solution:  random or manual  
- Choice of the processors maximum number  

Exploration

Final solution
- N useful proccessor 
- Mapping

      -     Performances

Parameter binding the annealing
simulated with the objective 

Parametric task
performance 

Target technology
characteristic

Fig. 7. Exploration methodology.

the exact number, this number will not be fixed. The algo-
rithm will explore the most promising solutions among
those which respect the real time constraints and the max-
imum number of processors. It is the tool, which extracts
the number of useful processors as well as the adequate
architectural mapping and the performances of the whole
system. This parameter setting of the number of the treat-
ment units will allow the designer on the one hand, not to
limit himself/herself to a unique architecture when design-
ing the product and to be guided by the tool when choosing
the hardware solution on the other hand.

This method is based on: (Fig. 7)
—Parametric tasks performances present in the textual
description file: With the diversity of the existing perfor-
mance values according to the algorithmic and architec-
tural established parameters, a model library can be ana-
lyzed by the tool. This allows the performance evaluation
of each task and the adjustment of its parameters according
to the objective.
—-Target technology: The characteristics of each target
technology are necessary in order to be able to consider
the total performance of the whole system. Among these
characteristics, we can mention: the Vdd, the frequency,
buses size, idle power, etc � � �
—Constraints: the designer defines the application con-
straints which will be provided to the tool in order to
accept or refuse the solutions extracted during the explo-
ration.

Since the target architecture is parametric with a vari-
able number of resources and since the area, technology
and cost constraints, the maximum number “Nmax” of
processing units will be fixed in the beginning. Thanks to
the optimization heuristics, which will explore the solu-
tions space, the number of useful resources N_choice will
be fixed. For that, the tool test several configurations by

– DCT Q VLC 
Video in

IQ IDCT +
Bitstream  out 

MPC 

Fig. 8. MPEG2 Encoder tasks.

evaluating the total performance of each one by exploiting
the information in entry. At the end of exploration, the tool
provides the solution, which answers the objective as well
as its temporal and energy performance. The tool manages
the architectural mapping. It associates each treatment unit
to the adequate tasks in order to achieve the selected goal.

5.3. MPEG-2 Results and Analysis

An initialization of the solution space exploration param-
eters is necessary. The user or the designer has the pos-
sibility to choose a random initial solution or a particular
solution according to his/her knowledge on the applica-
tion behaviour. The system constraints will be considered
during each solution evaluation in order to satisfy the con-
straints. In this case, the designer will impose the real time
constraint as well as the maximum number of resources to
be exploited. In addition, the exploration algorithm makes
it possible to extract the most promising solution according
to the objective. Thus, we extract the necessary resources
number to exploit in order to implement the application.
The tool thus guides the designer when choosing the target
architecture in terms of number and type of resources on
a high abstraction level.

We present here some results of our methodology. We
have considered the MPEG2 application. The most impor-
tant tasks are: motion estimation, prediction (MPC), DCT,
Inverse DCT, Quantization, Inverse Quantization and VLC
(Variable Length Coder). (Fig. 8)33

Figure 9 shows the exploration results in a virtual space
composed of 6 DSPs (2∗C5510, 2∗C6701 and 2∗C6201)
communicating via a shared PCI buses with an objective
to extract a low consumption solution respecting a strict
real time constraint.

Up to now, hardware modules are not included in the
exploration. The algorithm converges “quickly” towards
solutions using only three processors (500 iterations). It
is thanks to the simulated annealing heuristics that the
space complexity problem is reduced. Thus, the user can
know the adequate DSPs number for the application and
also the architectural mapping which minimizes the whole
system consumption while respecting the constraints
(Table III).

In the Figure 9(A), we present the result of the solution
space exploration based on the simulated annealing heuris-
tics. The tool explores the space through this heuristics

10 J. Low Power Electronics 5, 1–14, 2009



Ktari and Abid Low Power Design Space Exploration Methodology Based on High Level Models and Confidence Intervals

A B

C
D

Fig. 9. Exploration results.

and converges towards the solutions whose consumptions
are less than 100 mJ/GOP (Group of Pictures). Moreover,
in the Figure 9(B), we present as an indication the ran-
dom global solution space exploration. With this “intel-
ligent” heuristics, a time saving in the adequate solution
retrieve has been proven. Furthermore, we can conclude
from the Table III that the C6201 is not adequate for the
low power design because it’s not selected. For more legi-
bility, the Figure 9(D) shows the area and the consumption
evolution for various architectural solutions whose num-
ber of processing elements is variable: from two to six
processors.

Figures 9(C)–(D) shows also the energy evolution
according to the area and/or time, thus allowing a detailed

Table III. Bests low power solutions.

MPEG2-1 GOP (group of picture)

2∗C5510 1∗C5510 2∗C5510
Architecture & C6701 & 2∗C6701 & C6701

Execution time (mS) 70.61 53.36 65.67
Average power (W) 1.13 1.61 1.22
Energy (mJ) 86.57 85.91 80.12

Tasks mapping/(DSP)
1st C5510: (A) MPC/(C) MPC/(C) MPC/(C)
2nd C5510: (B) DCT/(A) DCT/(D) DCT/(B)
1st C6701: (C) IDCT/(B) IDCT/(D) IDCT/(B)
2nd C6701: (D) Quant/(A) Quant/(A) Quant/(A)

IQuant/B) IQuant/(A) IQuant/(C)
VLC/(B) VLC/(D) VLC/(A)

knowledge concerning the consumption variation space
according to the solution number of processing units.

Thus, the designer has the possibility to extract adequate
target architecture for his/her product with minimum para-
metric information on a high level of abstraction. In addi-
tion, the tool proposes an adequate mapping of the tasks
graph in order to have a system which answers the objec-
tive and the constraints.

6. ESTIMATION ACCURACY

When we discuss measurements or the results of mea-
suring instruments, there are several distinct concepts
involved which are often confused with one another like
the distinction between accuracy, uncertainty and preci-
sion. In fact, accuracy refers to the agreement between a
measurement and the true or correct value. The accuracy
cannot be discussed meaningfully unless the true value is
known or is knowable. But precision refers to the repeata-
bility of measurement. It does not require the knowledge
of the correct or the true value.

It is sometimes possible to identify an interval so that
we can assert that this interval “covers” the true value of
the measure with a certain given probability P . This inter-
val is then called a confidence interval for the estimate
value. The width of the confidence interval is a measure
of the uncertainty about the position of the true value of
the estimated parameter.

The probability P is arbitrarily chosen by the designer.
It is called the confidence level for the confidence inter-
val, an is denoted by (1−�). The most frequently cho-
sen values for � are 0.05 and 0.01, corresponding to 95%
and 99% confidence levels.

In most practical research, the standard deviation (�) for
the population such as the energy consumed or power is
not known. In this case, the standard deviation is replaced
by the estimated standard deviation (s). Since the stan-
dard error is an estimate for the true value of the stan-
dard deviation, the distribution of the sample mean X is
no longer normal with mean (!) and standard deviation
(�/n0�5). Instead, the sample mean (!) follows the t dis-
tribution with mean and standard deviation (s/n0�5�. The
(t) distribution is also described by its degrees of freedom.
For a sample of size n, the (t) distribution will have n−1
degrees of freedom. As the sample size n increases, the
(t) distribution becomes closer to the normal distribution,
since the standard error approaches the true standard devi-
ation (�) for large n.

From the consumption and time probability density for
each task running on each DSP, it is important to extract
the global performance and consumption. For this rea-
son, the consumption probability density will be calculated
using the Eqs. (10) and (11).

For example, ft is the execution time probability density
of taski and fp is the power probability density extracted
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Fig. 10. Example of time, power and the calculated energy probability
density.

using measures or estimation, so fe which is the energy
probability density will be equal to:

fe�e�=
∫ +�

−�
1
	u	ft�u�∗ fp

(
e

u

)
du (10)

fe�e�=
1

2&�t�p

×
∫ +�

−�
1
	u	 exp1/2���u−mt�/�t�2+���e/u�−mp�/�p�2� du (11)

The Figure 10 shows as an example the time, power
and the calculated energy probability density of the taski
running on DSPj .

We can conclude that the energy probability density
is also a normal distribution with mean (!e) and stan-
dard deviation (�e). Thanks to this approach, we can esti-
mate the mean and the standard deviation of the whole
application consumption. This permits also to compute the
expected accuracy of estimations. Concerning the confi-
dence interval: for a population with unknown mean ! and
unknown standard deviation, the confidence interval for a
chosen confidence level (1−�) and for a population based

Table IV. Accuracy of the energetic confidence interval.

Estimation Confidence Confidence Estimated
Tasks/DSPs method interval (Joule) level (%) �X and �

Motion estimation/C5510 SoftExplorer 4J±7% 95 �X = 4
[4−0�28 4+0�28] � = 0�27

Prediction/C5510 SoftExplorer 2J±7% 95 �X = 2
[2−0�14 2+0�14] � = 0�13

DCT/C6201 6 Measures [2�3−0�12 2�3+0�12] 95 �X = 2�30
2.3J±5�6% � = 0�128

Quantif/C67 6 Measures [4�27−0�16 4�27+0�16] 95 �X = 4�27
4.27J±3�8% � = 0�164

Application: MPEG2
Probabilistic [12�57−0�297 12�57+0�297] 90 �X = 12�57
estimation 12.57J±2�3% � = 0�712ˆ0�5
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Fig. 11. Graphical accuracy and precision of the methodology.

on a n random sample, is:

�X− t�
��√
n
≤ !≤ �X+ t�

��√
n

(12)

Where t� is the t “student distribution” with n−1 degrees
of freedom.

We show in Table IV the consumption confidence inter-
val of the most important MPEG2 tasks running on a cho-
sen DSP(C5510, C6201 and C6701). These intervals are
based on measures or estimation. The error estimation with
SoftExplorer is ±7% with confidence level (95%). While
for estimations with (six) measures on board, we compute
the mean and the deviation for each task:

�X = 1
n

6∑
i=1

(measures(i)) (13)

�� =
√

1
n−1

6∑
i=1

(measures(i)− �X�2 (14)

Based on the consumption confidence interval of each
task and through the proposed mathematical approach, we
are able to compute the accuracy of the whole multipro-
cessor application and the confidence interval for a chosen
confidence level (90%).
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The global consumption of this application is about
12.57 J±2�3% with a confidence level of 90%. Figure 11
shows the normal distribution of the energy consumed
by the target composed of three DSPs. We have only 90
chances in 100 that the required MPEG2 energy value is
within the confidence interval, but the precision around the
predicted value is so high (±2.3%).

7. CONCLUSION

In this paper, the low power design methodology for
embedded systems is studied. A methodology and an envi-
ronment of low consumption design space exploration are
proposed. The developed environment exploits a rich per-
formance model of time and energy that takes account of
many algorithmic and architectural parameters. Moreover
in creating and/or buying a library containing rich models,
we can afterwards exploit it in other applications and save
time while the conception of an improved or updated ver-
sion of the product. This allows us to establish the charac-
teristics and the mechanisms necessary in order to extract
an architectural solution, which meets the needs. In fact,
such models can be used, for example, by an operating
system, which could choose the algorithm parameters to
respect the constraints of consumption according to the
context. We would have thus an approach of power and
energy management at the algorithmic level in order to
carry out an adaptive control. The key points of this prob-
lem are approached through a parametric analysis method
and a heuristics based on the simulated annealing.

In the future works, it is interesting to exploit this
environment to explore the solutions space of a more
significant application like H264 in order to validate
the approach. Moreover throughout this work, parametric
models of H264 are established on various levels of granu-
larity. In addition, in the work already made, the maximum
power constraint supported by the target architecture is not
considered yet during the exploration.

Moreover, we have proposed a novel methodology for
dealing with accuracy and precision in high level con-
sumption estimation. Mathematical approach provides a
probabilistic estimation computing to retrieve the confi-
dence interval. This methodology offers the designer an
opportunity to model the application consumption in a
high level for different target. It permits also to extract
the energetic performance of the whole architecture with-
out a need to a multiprocessor board. This will help the
designer in choosing the adequate application implemen-
tation, and in giving a good idea about the constraints for
further development.
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