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Abstract

Securing group communication in Wireless Sensomwilits (WSNSs) has recently been extensively invastig. Many

works have addressed this issue, and they havédeoed the grouping concept differently. In thipea we consider a
group as being a set of nodes sensing the sametyfsaand we alternatively propose an efficientuse group

communication scheme guaranteeing secure group gaearemt and secure group key distribution. The @mego
scheme (RiSeG) is based on a logical ring architectvhich permits to alleviate the group contradléask in updating
the group key. The proposed scheme also providekwaad and forward secrecy, addresses the node roomge

attack and gives a solution to detect and elimiriaée compromised nodes. The security analysis amtbrmance
evaluation show that the proposed scheme is sehiglely efficient, and lightweight. A comparisontivithe Logical

Key Hierarchy (LKH) is preformed to prove the rek®y process efficiency of RiSeG. Finally, we prdaséme

implementation details of RiSeG on top of TelosBsor nodes to demonstrate its feasibility.

Keywords: Secure group communication, Wireless sensor networks, Security, Key management, Group management.

Group communication might be needed when the group
controller wishes to send the same commands oests|to all
) group members. Similarly, group controller may wish
1. Introduction dynamically reprogram or retask group members, hameset
. their trigger thresholds, recalibrate the sensats. [3].
Wireless Sensor Networks (WSNs) have emerged as a\oreover, group members may collaborate togetheraduce

promising technology useful for a wide range ofilEn aggregated information. This collaboration requisesecure
applications such as environment monitoring, tatgatking, communication among group members.

healthcare services, etc. [1], [2]. To note, a WSkade up of

several autonomous and compact devices called rsepnses. Motivation

The latter are densely spread in the monitored, aseal Several research works have addressed the secow gr
wirelessly communicate in order to self-organiz® ia multi- communication problem in WSNs. However, the propose
hop network, collaborate in the sensing activityl dorward solutions consider a restrictive definition of agp. In fact,
the acquired information towards one or more ud#iSNs are most of the related works have considered a graupeing a
usually deployed for monitoring several types ofadeand set of nodes physically close to each other. Mazgothey
therefore, a sensor node is, gen_erally, _equpﬁdatvdlvc_er_sny consider the whole network as a single group mahayethe
of sensors (temperature, humidity, light, etc.). dddition, base station. Nevertheless, grouping appears itaobe general
sensor nodes charged with sensing the same datantyy and sophisticated than such particular cases. Hehnisepaper
want to form a logical group, and consequentlyadatculated proposes to define a group as a set of nodesghaeghe same
in one group must not be revealed by nodes ali¢aiogroup. data type and which are not necessarily close th egher.
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Thus, in a single network, it is possible to haseesal groups
each of which managed by a sensor node playingoilkeeof a
group controller. As a matter of fact, there areesal potential

applications, such as home automation, environment
monitoring in which several nodes are responsibte f
controlling diverse parameters, e.g. temperaturight,l

humidity, etc. Each set of nodes forms a grouptiich they
communicate securely. This group formation concgipes
flexibility in defining the security policy insideach group. As
an illustration, one can cite the example of a Wi&ldloyed to
sense weather temperature and pollution rate peatury
factories. Thus, while the temperature informatian be used
to deliver a paid service for users, the pollutioate
information can be used to control factories arke t@decisions
based on the sensed value (e.g. put taxes as tofuré the
pollution rate). The temperature information shothén be
delivered exclusively to the subscriber users. &loee, an
attacker may try to reveal information (in ordert io pay
subscription fees and get information for free)t be/she has
no interest in injecting false temperature valdesa result, we
have to apply confidentiality to the temperatureugr without
having to care about authentication. Thus, messaggsanged
between group members (sensor nodes) must be ésdryp
However, in the case of pollution-related datagiinfation can
be sent clearly as it is not confidential informati yet the
sensed value must be authenticated lest an attewcked try to
decrease the real value of pollution rate. Theefdarappears
exclusively necessary to apply authentication iohse case.
Thus, messages exchanged between group membersbenust
authenticated using, for instance, a Message Atitizion
Code (MAC).

To summarize, dividing the network into multipleogps
has some advantages, namely:

« Flexibility: the security services will be flexié and
adaptive as it is possible to apply a securityqyofier group.
For example, it will be possible to apply encryptifor some
information while apply authentication for the athe

« Security: a node pertaining to one group doesexeal
information circulated in other groups. This in@es the level
of security inside the network as if a group is poomised the
other groups remain secure.

« Scalability: dividing the network into groups pmotes
the network scalability. In fact, the burden taskrmaintaining
network parameters (such as security parametergjeabase
station is distributed among group controllers.

Contribution
In this paper, we propose a secure group commuoncat
mechanism for wireless sensor networks, wherebyoapgis
defined as being a set of nodes collaborating teatothe
same sensory information. The proposed scheme sllow
protecting data using a group key, which is shaaetbng
group members and maintained by the group contrdlleis
key is updated whenever the group membership clkafuge
the sake of providing forward and backward secrénye of
the key contributions of this paper is the propadah logical
ring topology that permits to alleviate the grougmizoller task
and render the rekeying process more scalable.

The remainder of this paper is organized as follows
Section 2, we present works relevant to secure group
communication. As for SectioB3, it describes our network
model and assumptions. Then, in Sectihnwe present our
secure group communication scheme. In Sectibnand
Section 5, we expose the security analysis as well as the
performance analysis. Then, in Secti@n we present the
performance results of the proposed

implemented in a real-world platform using TelosB teso
Finally, we end up by concluding and suggestingesdumther
future works.

2. Related works

Group communication security in WSNs is a challaggssue
that has been addressed throughout several ressarkh [3],

[4], [7], [8], [9], [10], [11], [12], [13], [14], 0.5],[16], [17].

In [3], the authors have proposed SLIMCAST: a sedevel

key infrastructure for multicast to protect datanfadentiality

via hop-by-hop re-encryption and mitigate the DaeSdd
flooding attack through an intrusion detection atletion
mechanism. The SLIMCAST protocol divides a grouptirey
tree into levels and branches in a clustered manner
Communications among nodes in each level of eaahchraf

the group tree are protected by a level key suah ahly the
local level key is updated during a joining or avieg process.
The scheme presents a low communication overhealdl an
power consumption and is also scalable. Howeveg th
performance is degraded (i.e., high power consumptivhen
membership changes are massive.

In [4], the authors have proposed SeGCom a secure group
communications mechanism for cluster tree wirelesgsor
networks. The scheme uses uTEJBAto broadcast the group
controller identity. However, UTESLA requires
synchronization of nodes, which is a hard taskdoieve in a
WSN [6]. Moreover, the scheme did not explain how the
authentication process is done and it presents an
O(n) communication overhead.

The authors in[7] have proposed to form a network with
multiple base stations, each of which is respoasifir
dynamically forming a group composed of three tymds
sensor nodes classified according to their ability
communicate with the base stations. They havemlsposed a
scheme using a key tree to manage group membénsyafin

or leave the group. However, the authors did natvipge
details as regards the group re-keying process.

As the group key management presents the cornersibi
secure group communication scheme, several papave h
concentrated on the re-keying process. Re-keyingurecc
whenever a node joins or leaves the group.

In LEAP (Localized Encryption and Authentication
Protocol)[8], the authors have proposed a key management
protocol for sensor networks that are designedufmpert in-
network processing, while at the same time restgcthe
security impact of a node compromise to the imntedia
network neighborhood of the compromised node. LEAP
supports the establishment of four types of keye&zh sensor
node — an individual key shared with the base statia
pairwise key shared with another sensor node, steslikey
shared with multiple neighboring nodes, and a dldtey
shared by all the nodes in the network. For theatedf the
global key LEAP assumes the use of a routing pobtac
which the nodes are organized into a spanning Hewever,
this assumption limits the deployment of the scheme
Moreover, the scheme rests on the pTesla sclismevhich
requires synchronization between nodes.

In [9], [10] the authors have proposed an algorithm to edgenp
a group key in a collaborative manner. The algarith based
on the multi-party Diffie-Hellman protoc¢l1]. However, the
proposed algorithm requires many exponentially-demp
operations, which turn it out to be unpractical feensor

scheme when networks.

Page 2



Cheikhrouhou et. al. / Journal of Ubiquitous Systems and Pervasive Networks, X (201X) 00-00

In [12], [13], [14], [15], [16], [17], [17] the authors have
proposed a centralized group re-keying scheme based
logical key-tree hierarchy for WSNs. The basic seads the
Logical Key Hierarchy (LKH)[12] proposed to reduce the
rekeying messages’ number fradn(n) to O log(n), using a
tree structure for storing keys. The root of tleetserves as the
key distribution center (KDC), while each leaf regemsts a
node. Each leaf stores the set of keys belonginigstdirect
ancestors up to the KDC. The reason behind applgintigge
structure is to increase the re-keying efficiendgwever, the
energy required for re-keying is approximately ldtpenic in
the group size. The main contribution [f3] consists of
extending the LKH scheme in the context of directed
diffusion [19], where the number of rekeying messages ik stil
logarithmic in the group size. Dini et diLl4] have, in turn,
improved key authentication by means of key chaias,
mechanism derived from Lamport’s one-time key aasildl on
hash functions. Furthermore, Dini et fl15], [16] have later
extended the logical key tree hierarchy into a kegph in
order to efficiently support backward and forwaetugity in
systems comprising several, possibly overlappingups.
However, the storage cost required by their schexoeeds the
available resources of a sensor node and, there¢f@escheme
cannot be applied to groups with a resource-cansilagroup
controller. The Topological Key Hierarchy (TKH) sghe[17]
allows to reduce the communication cost of the Li€Keying
messages delivery by mapping the logical key teethe
physical topology. The idea is to construct a kese tthat
reflects the physical topology of the network. Heoewle TKH
does not face with key authentication.

In this paper, however, we propose a new secureipgro
communication mechanism based on a logical ringlogy,
which allows for a scalable re-keying process. Beheme
distributes the group management task among grambsers,
thus, eliminating the need for a plentiful groupntoller.
Moreover, the node compromise attack has been ssktte
with a proposed solution to detect and discard
compromised nodes.

the

3. Network model, assumptions and requirements

This section is devoted to the presentation of rleéwvork
model to which the proposed secure group commuaitat
scheme is applied as along with the consideredngstions
and requirements.

3.1. Network model

It is worth noting that a wireless sensor netwodintained by
a base station is considered in this study. Ashferinformation
within the network, is routed using a routing pagbsuch as
Ad hoc On Demand Distance Vectaouting algorithm
(AODV) [20] or Dynamic Source Routing algorithm
(DSR)[21]. In addition, the following types of nodes keaalso
been considered:

* The Base Station (BS): is responsible for segutite whole
network. It maintains a table containing the gragmtroller
addresses corresponding to each group. The BSafsovises
the group controller activity and maintains llacklist
containing the identity of compromised nodes. Thesdes
will not be allowed to join any group in the futuaad are,
therefore, excluded from the network.

*The Group Controller (GC): is a node responsibte f
maintaining the security inside its group. It afgores a table

containing the list of group members classifiedoading to
their joining time. The GC controls the group mensbe
activity, and in the case of a compromised nodeseitds a
notification message to the BS. The latter addsntige to the
blacklist. To note, no security property has been assumed fo
the GC.

*The End Device (ED): is a node which belongs te am
multiple groups. For each group, it maintains thextnand
previous hop (in the logical ring) addresses.

3.2. Assumptions

In the present work, the following assumptions héeen
formulated:

» The base station is secure and able to detecoaipromised
GC nodes. Detection of compromised GC nodes can be
actually achieved by means of an Intrusion Detacfystem
(IDS) such a$22], [23], [24], [25].

* The GC can detect atbmpromised members as it has control
over the members attached to its group. The GC auayally
use the same IDS tools as the BS.

« Each node is identified by a unique address amdelong to
more than one group.

« Each group has a unique group identifier, whiepresents
the sensory information corresponding to this grolipese
group identifiers are known to all nodes. This tandone by
loading the group identifiers to nodes at the dgplent phase.

¢ The base station maintainshbacklist containing a list of
compromised nodes together with their addressesserhodes
are prevented from joining any group and, therefexeluded
from the network.

e Each node periodically sends to its correspondingup
controller a HELLO message confirming its presentkis
enables to detect compromised nodes. Indeed, i chs
compromise attack, an attacker seizes a nfden the
sensor network, connects this node to histofapextracts
the stored data, puts new data/behavior and takesot over
that node[26], [27]. This means that a compromise attack
necessitates a certain period of time to be exdcuated,
therefore, one might well assume that a node ispcomised
whenever it does not prove its presence, by sendomge
HELLO messages, during a threshold time period.sThi
assumption seems logical, as an inactive node fbreshold
time means that either the node is compromisedharrit has
failed. In both cases, the node is evicted fromghmup and,
therefore, must be added to thlacklist.

3.3. Security Requirements

In what follows, the requirements to be achievedabsecure
group communication scheme have been presented:

* Nodes belonging to the same group must commumicat
securely and their exchanged information must eotdvealed
to non-member nodes even if they belong to the saheork.

« A node may belong to more than one group. Howewverust
store a per-group profile containing the GC addr&ss group
key, the next and previous node in the logical retg.

« Compromised nodes must be ejected from the gasugpoon
as they are detected.

* Nodes non-member of the group collaborate toeraldta.
Yet, data must be confidential to each group (mestiate
nodes forward data without being able to revealt thaue).

¢ Both backward and forward secrecy must be achieve
Backward secrecy means that a node joining thepgroust
not reveal previous exchanged information. Forwsedrecy
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means that a node leaving the group must not refutate
exchanged information.

e Security parameters’ maintenance such as theeyisds
process must be lightweight and effective.

4. RiSeG: the logical ring based secure group

communication scheme

In this section, we present our proposed secureupgro
communication scheme. It is composed of two pafty: the
logical ring management and (2) the group membgrshi
management.

4.1. Logical ring management

One of the most important challenges encountere@nwh
designing a secure group communication schemealaltstty.
In fact, the re-keying process needed in the chagembership
change represents an overhead as it requires, whimy
unicast,0(n) messages to be sent by the GC, whedenotes
the number of group members. In our work, thisbfgm has
been solved by constructing a logical ring topologyis
logical ring permits to distribute and divide tlesk of sending
a message to all members. Indeed, with the hetphigfogical
ring topology, information is circulated from nottenode until
it reaches the information source. Therefore, tRej@t needs
to sendO(1) messages instead of(n) messagesThe logical

ring is constructed as follows. The ring initiakkpntains the
GC that plays the role of the ring head (Figure.IFagn, each
new node is added to the ring queue (tail), upomest to join
the group (Figure 1-b). The logical ring topologymaintained
by the GC. Note that the GC maintains all the grogpnivers’
addresses. Eaalode only maintains its next and previous hop
addresses. For instance, in Figure 1-c, nd#enaintains the
address of nodN1 as its previous hop and the address of node
N3 as its next hop.

In the case of a joining process, the GC informs rtbely-
joining node by its previous hop, which is the satgined
node, and informs the latter to update its nextenaddress to
this newly-joining node. Taking the example of Figd-c and
Figure 1-d, after the join of nod#4, the GC sends thl4 the
address of nodBI3 as its previous hop. Note the next node of
N4 is the GC. Moreover, the GC sends a message toNae
order to update its next node to ndde

In the case of a leaving process, the leaving modist also be
removed from the logical ring. This means that@ informs
the leaving node’s next node (respectively the ifeawnode’s
previous node) to change its previous (respectineixt) hop
address. For instance, if not of Figure 1-c is leaving the
group, the group controller infornid3 to change its previous
hop toN1, and informs\N1 to change its next node 3.

4.2. Group membership management

In this section, we describe the necessary opastieeded to
maintain the group membership such as: the groegtion, the
group join, the group leave, the group controllgitching and
the group controller leaving. Firstly, we begin psesenting
the necessary parameters loaded in the nodes aprtie
deployment phase.

Join of node N1

—
Leave of node N1

o

(b)

Join of node N4

Leave of node N4

(©)
— Ring relationship

Fig. 1. Logical ring update in the case of a joinig/leaving process

(d)
---» Message delivery

4.2.1. Pre-deployment phase

As in [18], we propose to apply the key pre-distribution
scheme proposed by Blundo et [8] in order to share a
symmetric key between each pair of nodes. The nktwo
administrator chooses tglegree bi-variate polynomial over a
finite field Fq:f (x,y)=>>"a x'y’ . The value ofq is a
prime number that iS°/farge enough to accommodate a
cryptographic key and ; OFg . Then, the administrator loads
in each nodeNi the polynomialf (x,Ni) . The functionf is
symmetric. This means that, when two nod&sand Nj wish

to share a pairwise key, each of them computes
Ky = (Ni,Nj)=f (Nj,Ni) . Moreover, for the signature
purpose, the Elliptic Curve Cryptograpgg], [31] has been
applied. Thus, each node is preloaded with the doma
parameters needed to compute and verify the HliGtrve
Digital Signature Algorithm (ECDSA)[29]. The domain
parameters are the six-tupte=(p,a,b,G,n,h), wherepis a
prime numbera andb are two points from therimary field

Fp (a,bOFp) defining the curveG a base poinbn the curve
with order n and cofactorh .

4.2.2. Group creation

The group creation process is executed when a wishes to
join a non-existent group. In fact, when a nodehwviitentity

Ni wishes to join a group identified I§id , it sends goin-
request message to the base station (Figure 2).jdimerequest
message contains the node identiyi (), the group identifier
(Gid ) to which the node wishes to join, a fresh random
number fonce), and a Message Authentication Code (MAC).
The nonce allows avoiding replay attacks, while MAC
allows avoiding identity usurpation attacks.

Upon receiving this message, the base station ie®rihe
sender node’s validity and the message authentiditye
validity of the sender node means that the nods dotbelong

to the blacklist and is, therefore, considered as not
compromised. The message authenticity is verifiaged on
the MAC field. In fact, the received MAC is comparedthe
locally-computed one using the pairwise ke, ), and the

message is considered authentic if both MACs arealequ
Otherwise, the base station would ignore the requisiser
successfully verifying the message, the base staiplies to
the nodeNi by sending agrp-creation-invite message. This
message contains the node nonoen¢eNi), a new nonce
generated by the BSgnceBS) and is also protected by a
MAC. Therefore, the node is invited to become the dbhis
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new group. Once the node accepts to be a GC, liesepy
sending ayrp-creation-accept message. A node might refuse to
become a GC, for instance, if it has not enoughuress to
achieve the GC task. In this case, it replies bylisenagrp-
creation-refuse message. Both messages contain the BS nonce
in order to avoid any replay attack and are alsdeoted by a
MAC. Figure 2 illustrates the group creation proceskere
MAC(m, Ky, ) is @ Message Authentication Code computed

over the current message and using the pairwisexkgy; .

Following the new group creation, the GC and the §®eaon
a sequence numbesegNbr. This sequence number is
incremented on each sent message, enabling to amid
replay attack, as will be explained later. Moreowerorder to
sigh subsequenkey-update messages, the group controller
needs a public/private key. For this purpose, tlizsBlects a
random integed in the interval[l,n-1] and then computes

Q =dxG . The tuple(d,Q) respectively represents the GC'’s
private and public keys.

New node (Ni)

Base Station

B —

join-request

<+—— grp-creation-invite

grp-creation-accept/ —»
grp-creation-refuse

Ni >BS: join-request = Ni, Gid, nonce
BS->Ni: grp-creation-invite= Gid, nonce

Ni >BS: grp-creation-accept= Ni, Gid, nonce
or : grp-creation-refuse= Ni, Gid, nonce

ni» MAC(M, K g ni )
ni, nonce s, MAC(m, K s ni )
s MAC(M, K g5 ni )
Bs, MAC(m, K gs,ni ).

Fig. 2. Message exchanges in a group creation prese

4.2.3. Groupjoin

The group join process is executed when a nodeewih join
an existing group. Upon receivingj@n-request message to a
group that already exists, the base station verifiee sender
node’s validity along with the request authenticiience, if
the node is proved to be valid and jtin-request message
passes the authenticity test (the MAC is valid),ldbee station
sends goin-inform message to the GC, informing it that a new
node has joined the group (Figure 3). Toi@-inform message
contains the node identity\{ ) and is protected by a sequence
number §eqNbr) to avoid any replay attacks, and by a MAC to
avoid any usurpation of the base station identitgcis. After
testing the message validity, the GC computes agneup key
GK’ and sends it out encrypted & (using the pairwise key
Kecni ) IN @join-key message. Thipin-key message contains
also the GC's public ke®, which will serve for signature
verification in subsequerkey-update messages. Moreover, the
group controller updates the logical ring topoldgy sending
ring-update messages. In fact, the GC sendsNioa ring-
update message containing the previous hop (we supgjose

as well as the next hop (the GC) addresses, and seiNj a
ring-update message in order to update its next nod&lito
Then, the group controller launches tkay-update process.
Figure 3 summarizes the group join process.

‘ Group controller ‘ ‘ Base Station ‘

New node (Ni)

join-request
join-inform 1
Join phase
join-key
ring-update
Ring
ring-update maintaining
key-update Key update
phase

---Join phase---
Ni BS: join-request= Ni, Gid, nonce niy MAC(m, K gs ni )
BS>GC: join-inform= Ni, Gid, seqNbr, MAC(m, K
GC>Ni: join-key= Gid, {GK}_K
---Ring maintain phase---
GG>Ni: ring-update= Gid, nextNode, prevNode, MAC(m, K
GG>N;: ring-update= Gid, nextNode, prevNode, MAC(m, K
---Key update phase---

GG>*: key-update= Gid, seqNbr,{GK}_GK

Bs,6c)
cenis MAC(M, K i)

GCNi )

GeNj)

,sign

Fig. 3. Message exchanges in a group join process

4.24. Group leave

The leaving process occurs when a node wishesaie lthe
group, breaks down or is compromised. In the fiaste, the
GC is informed through keave-request message (Figure 4). In
the both remaining cases, the GC is informed throtigh
inactivity of the leaving node, and the node isnticensidered
as compromised. Consequently, the GC sends to the BS
notification to add this inactive node to thkacklist. For the
sake of achieving forward secrecy, the GC must @pdat
group key and the logical ring topology. For themason, the
group controller sends aing-update message to both the
nextNode and theprevNode of the leaving node, in order to
respectively update their previous and next hops.

To illustrate the leaving process, let us considtar,instance,
the leave of nod®l2 in Figure 1. On receiving l@ave-request
message, the GC checks the message validity. théssage is
valid, the GC sends twong-update messages: one ring-update
message to nods3 to update its previous hop and one ring-
update message tdl to update its next hop. Then, the group
controller computes a new group key and sends itstoext
and previous hopd\N@L andN4) in the logical ring. This key is
sent encrypted using the pairwise key. Moreovas, jirotected
by a signature to verify its authenticity by th@gp members
and to avoid that a node injects a fdtegupdate message.

4.25. Keyupdate

The key update process is to be launched after gachor
leave process or when the GC wishes to update thepdeey
for security purposes. Actually, th&ey-update message
contains the group identityG{d ), the encrypted new group
key (GK'), and is protected by a sequence number alongawith
signature. The sequence number ensures the freshndsthe
signature ensures the authentication ofkilyeupdate message.
To protect the group key from eavesdropping, thepB&ects
it by means of encryption.

In the case of a join operation, the GC can usectireent
group key to encrypt the new one, and then broasltiaskey-
update message to all members.
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Leaving node (Ni) Group controller

leave-request Leave
phase
, . ring-update
Ni nextNode (Nj)
Ring
maintain
. ring-update phase
Ni prevNode (NI)
GC nextNode(Nm) key-update
Key update
phase
GC prevNode (Nk) key-update
---Leave phase---
Ni >GC: leave-request= Ni, Gid, seqNbr, MAC(m, K GCNi )
(Or the GC detects the inactivity of Ni)
---Ring maintain phase---
GG>Ni's nextNode: ring-update= Gid, nextNode, prevNode , MAC(m, K ccnj)
GC>Ni's prevNode: ring-update= Gid, nextNode, prevNode , MAC(m, K gcni)
---Key update phase---
GC>GC's nextNode: key-update= Gid, seqNbr {GK'}_K GC,Nm ,SigN
GC>GC's prevNode: key-update= Gid, seqNbr,{GK’}_K GCNK ,SIgN

Fig. 4. Message exchanges in a group leave process

However, in a leave operation, the leaving nodewadhe
current group key and, therefore, this key canreoubed for
encryption as this would break the requirement afvérd
secrecy. Therefore, there is no choice but to asevjze keys
for encryption. To alleviate the group key disttibua task the
GC will use the ring topology. Actually, as the goazontroller
maintains a double-direction ring topology, it senthe
message in both directions. On receiving key-update
message, a node first, verifies the sequence nuanérthe
signature fields. The sequence number must beegyrdetn the
current one, otherwise the message will be corsitles old
and already processed, and must consequently loeeinin
the case of a valid sequence number and a valihtice, the
node processes the message in the following wathelkey-
update message was received from the previous node
(respectively next node), the node decrypts thegiey using
the pairwise key shared with the previous nodepéetvely
next node), and then re-encrypts the group keygusire
pairwise key shared with the next node (respegtipeévious
node), and, finally, transmits the message to tuen

4.2.6. Group controller switching

When the group controller wishes to leave the group
controller's responsibilities, it sends the groumnagement
information to the upstream node. If the lattereqts to be a
GC, it sends aGC-confirm message to the base station
indicating that it is the new GC in order to updégetable.
Noteworthy, the base station maintains a tablecatdig the
GC address of each group. All messages are secseglty
using the pairwise keys. If the GC's upstream nadigses to
become the new group controller, it forwards theugr
management information to the next hop in the lalgiing.
This process of forwarding the group managemeiatrindtion
message will be repeated again and again untilde aacepts
to become the new GC, otherwise the message redishes
origin (the current group controller), in which eashe group
will be destroyed.

4.2.7. Group controller leaving

The normal operation performed by the GC consists in
switching its functionality to another node befdeaving the
group, hence its leaving is similar to that of ammymal node.
However, the actual problem is what occurs whenGflehas
been compromised or crashed. To overcome this @mgltwo
solutions are conceivable: either to set up a backG or store
the group management information in the base statio the
former solution, a normal group member maintairpy of
the group management information and in the cas&Of
compromise, this node takes the role of the GC. dkstlie
second possible solution, the base station electgroap
member to which it sends the group managementrirgtion.

5. Security analysis and discussion

This section is allotted to discuss the merits hed tifferent
cryptographic tools used in the proposed schemeaaatl/ze
its security. In the design of our schemenance has been
applied for the purpose of preventing replay ataekong with
a Message Authentication Code (MAC) intended to avoid
impersonation attacks, as well as a signature ajman
providing authentication of the rekeying messages.

The proposed secure group communication schemedesov
the following security services:

* Replay attack robustness: in the proposed scheme,
intercepted messages cannot be replayed by arkeattas all
sent messages are proved to be fresh througionee. In
addition, attackers cannot modify the value oftbece as the
message is protected by a MAC.

* Impersonation attack robustness: all sent messages
protected by a MAC computed over the identity of seader
node. This prevents attackers from gaining acoess group
during the group creation and group join processes.

* Authentication of the rekeying messagekey-update
messages carry a signature computed by the GCsifjmiature
proves that the key is sent by the GC and, thergfoeziudes
an attacker from injecting a fake group key.

* Backward and forward secrecy: when a new node jthias
group, the group controller generates a new keydsmtigers it
to the group members. Therefore, the new node barveans
to decrypt the previously exchanged messages. Mergo
when a node leaves the group, the group contrgéaeerates a
new key. This key will be sent by unicast and, ¢fiene, the
leaving node will be unable to decrypt the futurents
messages.

* Mutual authentication: our scheme achieves mutual
authentication since not only the base stationemiitates the
requesting node, but also the node authenticatesbtse
station. The authentication of messages sent bppdbke station
is critical. In fact, if we do not authenticate thep-creation-
invite message, an attacker can impersonate the bagmdigti
sending this message even when the group existss¢énario
will disturb the network operation as there will dereation of
multiples copies of the same group, each of whatoimposed
of a single node.

* Node compromise robustness: Based on monitoring the
nodes’ activity, our scheme can detect the compedinodes
and is, therefore, able to discard them from thevomek.
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6. Performance evaluation

This section is allotted to present the analytjpatformance
evaluation of the proposed scheme.
evaluation does not consider the base station iaspibwerful
and does not present constrained resources. Tfarpance
evaluation criteria are the storage cost, the caatipm cost
and the communication cost. It is worth startingpbgsenting
the different notations used throughout this sectio Table 1
and Table 2.

Table 1. Computation cost parameters

Parameter Signification

the computation cost needed to compute
Cenc the group key encryption.

the computation cost needed to compute
Cec the group key decryption.

the computation cost needed to generate
Csagn a signature.

the computation cost needed to verify a
Cuarif signature.

the computation cost needed to generate
Cia a group key.

the computation cost needed to compute
Cic the pairwise key.

the computation cost needed to compute
Crrac a MAC.

6.1.Storage cost

The storage cost is computed as the number of liyesthe
sensor node (group controller or group member) ha\store.
Generally, this storage cost is introduced by tterage of
different parameters and keys necessary to theifumof the
RiSeG scheme. The proposed secure group commumicatio
scheme does not require much storage overheadctndue to
Blundo et al.’s key distribution technique, eachseemode has

to store a polynomial function which occupigs+( 1)log(q)
storage space, whetestands for the polynomial degree and
log(q) represents the keys sig@?]. Moreover, each member
has to store the ECC domain parameters
T =(p,ab,G,n,h)[29], [30].

In addition, a group member has to store the grceyp the
address of thenextNode and prevNode, as well as the GC
address and public ke&y for each group to which it belongs to.
The GC also stores the members’ addresses thatgotdoits
group and the pair of public/private ke®,d). The following
equations summarize the storage cost at each dotity group

of n nodes:

1. Group controller stores:
* The ring topology =n xsizeof (ID)
« The Blundo polynomial share & +1)xlog@)
» The ECC domain parametefs=(p,a,b,G,n h),
and the pair of public/private ke®(d)

2. End device stores:
e The next hop and previous hop (in the ring)
addresses 2xsizeof (ID)

The performance

» The Blundo polynomial share & +1)xlog@)
» The ECC domain parameters=(p,a,b,G,n,h),
and the GC public ke®

Table 2. Communication cost parameters

Parameter Signification
[m] the size in bits of the message
mjr join-request message
mik join-key message
mji join-inform message
mci group-creation-invite message

group creation decision message

i.e Grp-creation-accept or Grp-creation-
med refuse message
mku key-update message
mru ring-update message
mir leave-request message

the energy dissipated for the
€y transmission of 1 bit

the energy dissipated for the reception
€y of 1 bit

time needed for the transmission of 1
T bit.

average number of hop between two
hop group members

6.2.Computation cost

The computation cost can be measured in termsnef, tise of
CPU or energy dissipation. In fact, these parameterselated
and each one can be deduced from the other. F@noes the
energy dissipation can be deduced from the timéokews:
Energy=Power*Time, wherePower represents the CPU power
when it is in its active state and Time represémtscomputing
time. In the present analysis, the term cost igl isés general
form and we have not specified the unit (which barsecond,
Joule or number of CPU cycles).

The computation cost of the RiSeG scheme during pheke
can be computed as the sum of the computation afoste
main operations executed during this phase. Then mai
operations required in the RiSeG scheme are prabkdnte
Table 1 and they are namely: the encryption/deiypt
operation, the signature generation/verificatioreragion, the
generation of a key and the MAC operation.

The number of required operations regarding eadbumr
membership process is as follows. In the group ticnea
process, the joining node computes the pairwise dtegred
with the BS, a MAC to send thjein-request message, a MAC
to verify the receivedrp-creation-invite message, and a MAC
to send agrp-creation-accept message. In total, the joining
node consumes, +3C, .

In the group join process, the joined node
computesC, +X, . +C,. as it computes two pairwise keys
(Kgsn @NdK . ), three MAC, and one decryption operation
for the decryption of the group key. The group coligr
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computes four MACs, three key computations, one key
generation to generate the group key and one etimnydn
total, the group controller compu#s,,, +3C,, +C,, +C

As for the group leave process, the leaving nodmpcies
C. *C.. and the group controll&c, +3C,,. For the key
update process, in the case of a join, the GC pasfor
Cee +Cyq and other group members,_, +C,. , and in the
case of a leave, the GC perforag +2C, +2C,, +C,, and
other members perforreC,, +C,, +Cg +Coair -

So, we can conclude that the RiSeG scheme is lighitivén
terms of computation cost.

6.3.Communication cost

The main factor of the communication cost is thergn
dissipation. The communication cost is computechgighe
same approach as TKH7]. Actually, the communication cost
in terms of energy dissipation is computed as tize of
sent/received messages multiplied by the energpadited for
the sent/receive of one bit. The different messarpesl in the
RiSeG scheme are presented in Table 2.

In the group creation process, the group contrat@isumes
|mjr|xe, +|mci|xe, +|mcd|xe, as it sends ajoin-request
message, receives @p-creation-invite message and finally
sends @rp-creation-accept message.

In the group join process, the joining node
Ni consumes|mjr|xe, +|mjk|xe, +|mru|xe, while the GC

consumepnji|xe,, +|mjk|xe, +2x|mru|x e,

As for the leaving process, the leaving nodie consumes
|mir|xe, if the node sends lkeave-request message or 0 in the
case of a silent leaving, while the GC consumes
Imir|xe,, +2x|mru|xe, -

Regarding the key update process in a join caseGBe

consumes |mku|xe, while the joining node Ni
consumemku\xem, and in a leave case, the GC consumes
2x|mku|xe, and the group members  consume

|mku|xe,, +|mku|xe, . Table 3 summarizes the computation and
communication costs of the RiSeG scheme.

6.4.Comparison with LKH

In order to highlight the RiSeG advantages in the NVS
context, a comparison with the LKH scheme appeavgthw
establishing. The choice of the LKH scheme is fiesti as
follows. The LKH is a well-known scheme and several
schemes such as LKHW [13], S2RP [14], LARK [15],]I16
TKH [17], etc. derive from it. So, we made the camgon
with the basic scheme. Moreover, in other systefhg8], [9],
[10], grouping is instead a network topology mamagset tool,
e.g., nodes are grouped according to their physi@ork
proximity. However, RiSeG consider an applicati@iited
grouping. This means that sensor grouping is défateording
application needs, e.g., nodes belonging to theesime or
concurring to the same task or service. It folldhat in RiSeG
nodes in the same group may be not neighboring feom

network point of view. In contrast, in [7], [8], Ji9[10]
neighboring nodes belong to the same group (aldedca
cluster) even though this topology has no meaniog fthe
application point of view. For these reasons, wkebe that
RiSeG is not comparable to [7], [8], [9], [10].

As the LKH scheme exclusively presents the rekepiragess,
the comparison is made with regards to the follgwin
parameters: the storage cost, communication costpatation
cost and latency of the key update process. Howevérief
overview of the LKH scheme seems plausible to stétt in

the first place. Actually, the idea of the LKH2] scheme is to
construct a logical key hierarchy tree maintaingdhe group
controller. The LKH tree is composed of key enciyptkeys
(KEKs) shared between the group controller and sub-grodip
the network, pairwise keys (called Individual KH¢) shared
between the group controller and each group mendoed,
group key (called Encryption KefK) shared between all
nodes in the network. ThKEKSs role is to deliver the group
key, in a secure manner (using encryption), to ehssb-
groups. Consequently, the LKH scheme replaces devera
unicast rekeying messages by a single multicastsages
which permits to reduce the number of rekeying mgss from
O(n) to O(log(n)). However, the LKH introduces additional
computation and storage costs, especially at the l&v€l.
Hence, the LKH appears to be inappropriate for a
homogeneous WSN where the GC is a sensor node with
constrained resources.

We consider in Figure 5 a logical key hierarchyetnith
heighth = 4 and degred = 4 (the number of nodesd8 = 4' =

(h+1) _
512). In the LKH, the GC has to sto%d_—l)l) keys

(dd_l)xn keys, in addition to the node identity<(ID|). The
group members have to store the keys on the pattetooot,
i.e. h keys. In case of a leaving, the group controllersimu
renew all the keys on the path of the leaving nimdthe root
and then delivers them to the appropriate nodesiti®oGC
needs to changbk keys, including the group key. To deliver
these h keys, the GC needs to senfh-1)xd +(d -1)

messages, wherfh -1)xd messages are sent by multicast and
(d -1) messages are sent by unicast. For group members, t

number of received rekeying messages depends postson
on the LKH tree. For instance, referring to Figbreafter the
leave of nodeN1114, nodeN1111 will receiveh rekeying
messages and nod€4111 will receive a single rekeying
message (onlyKg' is updated). Hence, the average

communication cost of a group member@s;—l) x|mku|xey.

There is also an additional communication costteeldo the
forwarding of the rekeying messages destined terotlodes.
This cost depends on the position of the group neermbthe
physical topology of the network.

Table 4 gives a performance comparison between RiSeG and
LKH schemes.
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Table 3. Performance evaluation of RiSeG

Communication cost Computation cost
Group creation | Ni: [mjr|x gy + Jmci|X e, + mcd|x ey Ni: Cyc + 3Chac

Ni: |mjr|qu+ mjklx Ex+ rnrulxerx Ni: 2Ckc+3Cn‘ac+Cdec
Groupjoin GC: milxerx+ mklxax"' ZWUIXQX GC: mn‘ac+3ckc+ckq+cenc

Ni: [mir|x ey Ni: Cie + Crrac
Group leave GC: mir|x ey + 2nru|x ey GC: Ly + L

« case of join « case of join

GC: mku|x ey GC: Cenc + Cygn

Ni: Jmku|x e, Ni: Cyerit + Coec

« case of leave « case of leave

GC: 2nku|x ey GC:Cg + 2C¢ + s + Cygn
Key update Ni: Jmku|x e + Jmku|x ey Ni: 2C¢ + Cene *+ Coec + Cuarit

N1111 N1112 N1113 N1114

(a) Partial view of LKH tree.

Fig. 5. LKH Tree

Table 4. Performance comparison between RiSeG andKH schemes

Scheme

LKH

RiSeG

Storage cost

(h+1) _
oGC;nx||D|+u
d-1
keys
« ED: h keys

*GCnx|ID| +t + 1) x
log(q) +T + (d.Q)
*ED:2|D| + ¢t + 1) x
log(q) +T + (d.Q)

Key update
computation cost

*GChx C+dx
h % Cenc

-ED:L;D X Cyer

® GC:Ckg + 2Ckc +
2Cenc + Cs’gn

. ED:ZCkC+CenC+
Cec + Cuerit

N1111 N1112 N1113

Key update
communication cost

«GC: [(h- 1) xd + (c-
1)] % jmkul.ex

~hx d xjmkulx e

= dxlogg(n)x|mku|>ex
*ED: % xmku|x

Erx

e GC:2mkul|x e
* ED:
[Mku e, [mkul ey

(b) LKH tree updatites the leaving of nod&l1114.

Key-update latency

*Without multicast support:
Latency=[¢l- 1) +d? + ... +d"-
1] xjmkulx Ty + hop x|mku|x Ty,
= [(d™V- 10d- 1) - 3] x
[mku|XTyhopx [mku| Ty

= (d((d-1))xnx[mku[xTy

*With multicast support:
Latency=[@d- 1) +d+d+ ... +d
- 1] xjmku|x Ty + hop x|mku|x Ty
~h x d x|mku|x Ty

« Initiated with 2 messages:
Latencyzg xhopx|mku|xTy
« Initiated with 3 messages:

Latency=% xhopx|mku| Ty
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Fig. 6. Storage cost comparison

Moreover, Figure 6 depicts the storage cost neddeeach
scheme (RiSeG Vs LKH) on varying the number of group
members. The key size is set to 128 bits whileidleatity of
nodes is set to 16 bits. Regarding the LKH schemme,titee
ariety is set to 4. As regards the RiSeG schemedéhece of
the Blundo polynomiat is set to 8 andiog(q) is equal to the
key size (128 bits), and concerning the ECC paramsetee
specificationsecpl60rl defined in [28] has been applied, so
that, p,ab,Gnd,Q are of size 160 bits. Noteworthy, the
number of keys that must be stored at the GC lesv@(n) in
the LKH scheme an®(1) in the RiSeG scheme. However, as
in both schemes the GC must store the identity olugr
members, the storage cost is linear to the numbegraup
members. According to Figure 6, for n=1024, the LKH
requires about 23 Kbytes and the RiSeG requires22Kbytes
memory. If, we suppose that keys are stored on R@¥hony,

for TelosB motes, which have 48ytes of ROM, the LKH
consumes more than 50% of the available ROM, witike t
RiSeG consumes only5® of the ROM.

Concerning the communication cost, the unit commatito
costs are set te, =0.209J] ande, =0.226}J] from the
characteristics of the CC2420 transceiver used inXthaw's
MICA-Z and Telos B sensor nodf$4]. As shown in Figure 7,
the communication cost to be consumed by the group
controller during the key update process in the RiSeheme

is independent on the number of group members. Menvéhe
LKH communication cost at the GC is logarithmic teet
number of group members and reaches:33%henn = 1024.

—— LKH
L| —#— RiSeG i

450+ il

550

500

Communication cost at the GC (pJ)

180

I 1 1
600 800 1000
Murnber of nodes

L L
0 200 400 1200

Fig. 7. Communication cost comparison

800
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—H—RiSel5 (GC sends 3 messages)

700

600

a00 -

400 -

300+

Key update duration (ms)

200

100 F

1000

] | T
600 aoo
Murnber of nodes

1] 200 400 1200

Fig. 8. Key update duration comparison

Figure 8 shows the variation of the key updateniatewhen
varying the number of group members. From the HRelos
datashee{33], the transmit data rate is 250 kbps, $g,is
equal to 4us (1/250). The key update message length is set to
the size of keys (128 bits). Using unicast, the LERd the
RiSeG key update duration is proportional to the Inemof
nodes in the group. However, in LKH with multicastting
support, several unicast rekeying messages aracezplby a
single multicast message, and the key update darat
O(log(n)). Yet, the multicast routing support would add
additional overhead for the construction and maiatee of
the routing table.

Note that RiSeG outperforms the LKH in the following
aspects:

* ltrequires less storage cost

* It reduces computation and communication cost at
the GC

* It does not require multicast routing support

e It alleviates the GC task of maintaining the group
and the rekeying process.

7. Implementation

In this section, a prototype of the RiSeG schenmedsented to
show the feasibility of the proposed scheme andgite
performance of the scheme under real WSN platform.

RiSeG has been implemented in the Tiny{3S] operating
system using the negB6] language. For encryption purpose,
the AES algorithnj37] has been applied with a key size of 128
bits (16 bytes). For MAC computing we usktMH interface
which is provided inTinyOS-contrib/crypto moduleq38]. This
interface is an implementation of the Multilineaetular-
Hashing function [39] which provides a 32 bits MAC.
Regarding the signature, we have chosen to use ItipticE
Curve Cryptography (ECJB1], as it is adapted for resource-
constrained sensor nodes (fast computation, snegll dize,
compact signature, etc[d0]. We have used an existing
implementation of ECQ40]. However, as the implementation
is done in TinyOS-1.x, we migrated the code to TBy2.x to
operate with our code. The exchanged message has th
structure presented in Figure 9. This structureléfined in
TinyOS-2.x asnessage _t. We have also defined a structure for
RiSeG messages in Figure 9. The field type (8 Intdicates
the type of the message riseg, and the data fieddiaple
length) contains the specific RiSeG message. Thierdift
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RiSeG messages are presented in Table 5 with gspective
size.

Tiny0S message: | Header | Data | Footer | Metadata |

General RiSeG message:

Join-request message: Ni Gid nonce MAC |

Fig. 9. TinyOS and RiSeG message structure

Table 5. RiSeG messages size

Message size (bytes)
mjr 12
mjk 41
mji 12
mci 14
mcd 12
mku 62
mru 10

RiSeG was tested on a real world plateform usingTélesB

motes[33]. TelosB mote has an 8-MHz microcontroller, 10-
Kbyte RAM memory, and a 48-Kbyte ROM memory. The

testbed has been formed by 20 nodes set geogriphilse
to each other as shown in Figure 10. The grouprcthert is the
node attached to the laptop in order to collecadather nodes
are end devices (group members).

The following results have been obtained.

7.1. Memory consumption

* For the base station the compiled RiSeG code corsume
24390 bytes in ROM and 5744 bytes in RAM. These wlue

represent respectively 50% of ROM and 57% of RAM.

* For the end device the compiled RiSeG code consumes

35694 bytes in ROM and 6448 bytes in RAM. Note tihat
code supports also the code of the group controllbese
values represent respectively 72% of ROM and 64%RAd.

7.2. Execution time

The execution time of the major RiSeG components Rilsas
also been measured and reported in Table 6. Thasumement
has been achieved thanks to theeal Time<TMilli> interface
provided by TinyOS. Besides thgeintf library has also been
used to print performance parameters through thal gort of
the laptop. The execution time of the group creafioocess
has been measured as the time elapsed betweeentitiag of

the join-request message at the joining node level and the
receiving of thegrp-creation-accept message at the base

station level. Concerning the group join executiomet it has
been measured as the time elapsed between thengafdhe
join-request message and the receiving of tlhjein-key
message. As regards, the key update process, ltheecited in
Table 6 represents the average time taken by gpgrmmber
to forward a message in the ring. This time inclutie
following operation: the reception of the messagke
computation of the pairwise key shared with messagyeler,
the decryption of the key update message, the ctatipa of

the pairwise key shared with the next receiver, niessage
encryption and finally message sending.

Fig. 10. Test-bed topology

Table 6. Execution time on TelosB motes

Time (ms)
Group creation 180
Group join 700

Key update per node ~=400

7.3. Energy consumption

This subsection presents the energy consumpticheomain
operations of the RiSeG scheme. The energy consomixi
deduced by multiplying the CPU power by the compoita
time which is measured according to our implemétatn
TelosB motes. According to the TelosB datasH8&&i, the
CPU power consumption in its active state is 12 mit & 3V
voltage (12 mW=4 mA x 3V).

Table 7. Energy consumption on TelosB motes

Operation Time (ms) Energy (mJ)
Enciyption/decryptiol 230 2.76
MAC computation 0.8 9.6x1d
Blundo key

computation 1 12x10
Signature generation 3170 38.04
Signature verification 4040 48.48

The execution times of different security operasigmesented
in Table 7 corresponds to data length of 128 hithjch
represents the key size length. As already mentiomee
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applied the AES algorithm for the encryption/deciyp
operation, and we applied the ECDSA algorithm foe th
signature generation and verification. The Blundeeste has
also been used for pairwise key computation. Odiperations
like key generation, random number generation atkeeoorder
of micro-second and, hence, energy consumptiorgdtgible.

8. Conclusion

In this paper, RiSeG: a logic&®ing basedSecure Group
communication protocol for wireless sensor netwdras been
proposed. A group has been considered as beingod sedes
cooperating to sense the same information. The gseib
scheme is lightweight and effective thanks to thgliaation of

a logical ring topology. In addition, the schemetpcts against
node compromise attacks, and provides both forwamd
backward secrecies. Moreover, the real-world imgletation,
first proved that RiSeG is applicable to WSNs, arsb a
showed that the performance results in terms oftudien
time, energy consumption and memory consumption are
satisfactory.

RiSeG scheme may behave less well in large scaleoriet as

it may introduce longer latencies when the numidenarles
grows and when neighbor nodes in the logical ring a
physically far from each other. We are planningackle this
issue to improve the scalability of RiSeG. Howewee, argue
that RiSeG is efficient for small to medium scalesnorks, as
shown in Figure 8. Besides, we intend to integrdie t
proposed scheme in IEEE 802.15.4/ZigBee and 6LowPAN
networks, as these protocols do not support greaprgy.
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